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Visual attention plays an active role in food choice. During eye-tracking, several gazing behavior param-
eters are measured along with the consumer’s choice. In this study, a Tobii T60 eye-tracker was used to
record the gazing behavior of 59 participants during multi-alternative choice tasks (4AFC) in which pic-
tures of six different food product groups (apples, salads, instant soups, sausages, soft drinks and beers)
were presented. The aims of this study were (1) to investigate the relationship between gazing parame-
ters and choice (2) to create prediction models based on gazing data and (3) identify the best model. The
applied thirteen statistical models showed strong relationships between gazing behavior and choice and
gave accurate predictions for choice. Sum of ranking differences method was used to rank the prediction
models based on ten performance indicators. Iterative Dichotomiser 3 algorithm, Quinlan’s C4.5 decision
tree algorithm and k-Nearest Neighbor’s algorithm showed the best performances in the cases of the sep-
arate product groups. After merging the data sets, Iterative Dichotomiser 3 algorithm showed clearly the
best performance to describe the relationship between visual attention and food choice.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

In a purchasing situation, the first sensory contact with food is
mostly through the eyes (Wadhera & Capaldi-Phillips, 2014).
Expectations and associations are elicited by visual factors and
therefore, analysis of visual attention has shown to be able to con-
tribute to the research upon consumers’ decision making process.

Eye-tracking is widely used to evaluate food packages (e.g.
Rebollar, Lidón, Martín, and Puebla (2015)) and nutrition labels
(e.g. Graham, Orquin, and Visschers (2012)) where participants
are often asked to look at the packaging and to evaluate it.

Since food choice is an outstanding relevant parameter of nutri-
tional behavior a promising research field of eye-tracking is the
analysis of the relationships between gazing behavior and food
choice.

A recent study investigating the influence of the first fixation on
consumer choice (van der Laan, Hooge, de Ridder, Viergever, &
Smeets, 2015) found that the location of the first fixation had no
positive correlation with consumers’ choice. Therefore, the authors
stated that catching the first gaze of the consumer might be
unnecessary. However, they used a binary choice situation and
the effect of first fixation could be more pronounced in more com-
plex situations. Modeling the connection between visual attention
and decision gives a more detailed picture of the role of the differ-
ent eye-tracking parameters in food choice.

Supervised pattern recognition techniques are widely used in
food analysis to complete discrimination and prediction tasks
(Berrueta, Alonso-Salces, & Héberger, 2007). These techniques
can be grouped into logic-based (e.g. decision trees), perceptron-
based (e.g. artificial neural networks (ANN)), statistical learning
(e.g. Linear Discriminant Analysis (LDA)) or distance-based ones
(e.g. k-Nearest Neighbor (kNN)) (Kotsiantis, 2007). The steps of
decision trees are usually univariate since they use splits based
on a single feature at each internal node, hence they cannot per-
form well with problems that require diagonal partitioning. Deci-
sion trees and other learning algorithms have been compared
and the study showed that Quinlan’s C4.5 algorithm (C4.5) has a
very good combination of error rate and speed (Lim, Loh, & Shih,
2000). Perceptron-based methods depend on three main aspects,
input and activation functions, network architecture and the
weight of each input connection. Neural networks require much
longer training time than decision tree algorithms but most strik-
ing disadvantage of ANNs is their lack of ability to reason about
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their output in a way that can be effectively communicated. On the
other hand, they perform well when multicollinearity is present
(Kotsiantis, 2007). LDA is a well-known statistical learning algo-
rithm which works with continuous observations. One of the most
straightforward distance-based learning algorithms is the k-
Nearest Neighbor (kNN) one, which is based on the principle that
close proximity means similar properties (Cover & Hart, 2006). Fol-
lowing the findings of van der Laan et al. (2015) one would expect
that statistical learning methods would perform well, when mod-
eling the connection between visual attention and food decision.

In our approach we focus on the practical application of choice
prediction from visual attention data, which is with other words
the measurement of visual attention accompanying the decision
process. The aims of this study were therefore (1) to investigate,
which gazing parameters have a strong relationship with choice
and (2) to create and rank models based on their performance
and choose the best performing one. By doing so, consumer’s
choice is predicted from gazing behavior data using statistical
models. The models were ranked regarding their prediction perfor-
mance to identify superior models.
2. Materials and methods

2.1. Eye-tracking experiment

Amulti-alternative forced choice paradigm (4AFC) without time
limit was used. Seven choice sets were presented consisting of pic-
tures each of four product alternatives. The first choice set was
used as a warm-up to familiarize the participants with the proce-
dure; hence, it was not included in the data analysis. The remain-
ing six choice sets represented different food product categories
including apple, salad, instant soup, sausage, soft drink and beer.
For each choice task, pictures of four alternatives of the corre-
sponding product group, with comparable familiarity and liking
ratings, based on a pilot study with 40 students (equal gender
and age distribution as for the main study), were presented as stim-
uli. The participants had to choose the product that appealed most
to them without time limit (Fig. 1).

A Tobii T60 eye-tracker (60 Hz) and Tobii Studio software (ver-
sion 3.0.5, Tobii Technology AB, Sweden) were used to present the
stimuli and to analyze the gazing behavior of the 59 volunteered
participants (29 male and 30 female aged between 18 and 28) dur-
ing the choice task. Following six eye-tracking parameters were
measured: (1) time to first fixation: time elapsed between the
appearance of a picture and the user first fixating his/her gaze
within an area of interest. (2) First fixation duration: time a user
gazes at his/her first fixation point. (3) Fixation duration: length
of a fixation (in seconds). (4) Fixation count: number of fixations
on a product. (5) Dwell duration: time elapsed between the user’s
first fixation on a product and the next fixation outside the product
(in seconds). The total dwell duration (sum of all dwell durations
on an alternative) was used during a choice task for statistical anal-
yses. (6) Dwell count: number of ‘‘visits” to an area of interest
(AOI). The experiment took place under controlled environment
Fig. 1. Experimental layout
(illumination, temperature etc.) in the sensory laboratory of the
Department of Food Science and Technology at the University of
Natural Resources and Life Sciences in Vienna.

The study was performed in accordance with the ethical guide-
lines for scientific research of the University of Natural Resources
and Life Sciences and University of Applied Sciences Wiener Neus-
tadt. Before the test, all participants were informed about the pro-
cedure and that their gazing behavior would be recorded during
the task. All participants gave written informed consent concern-
ing the use of the eye-tracking and questionnaire data for further
analysis. Additionally, they were informed that they could with-
draw themselves and their data from the study without giving an
explanation at any time. All participants agreed to these conditions
and participated without receiving a reward for their participation.

2.2. Variable selection

In the first step of the data analysis, Relief-F and Fisher filtering
feature selection (approach applied to define a subset of relevant
variables for use in model construction) was applied to identify
the proper variables describing the relationship between the
dependent (consumers’ choice as categorical variable) and inde-
pendent (eye-tracking data as continuous and frequency variables)
variables. During Relief-F feature selection, the data set contains
cases of attributes belonging to several classes (chosen product
alternatives). The iterative algorithm is repeated many times
assigning weights to the attributes ranging from 0 to 1. The more
important an attribute is in the classification, the larger the weight
of that attribute becomes. Relief-F starts with zero weights and a
random case is selected with all its attributes from a given class.
Then the algorithm determines the k-Nearest Neighbors per class
by using Euclidean distance at each iteration and attribute weights
are updated according to the distance from the nearest neighbors
from all classes (Kononenko, Šimec, & Robnik-Šikonja, 1997). The
weight of a given attribute is decreased by the squared differences
from the attributes in nearby cases of the same class and is
increased by the squared differences from the attributes in nearby
cases of the other classes. The major advantage of the method is
that it is highly noise-tolerant and robust to interactions.

Fisher’s feature selection algorithm calculates the ratio of ‘‘be-
tween class variance” to the ‘‘within class variance” similarly to
F-statistic used in analysis of variance. The score for the ith attri-
bute Si is calculated based on Eq. (1) (Tang, Alelyani, & Liu, 2015).

Si ¼
PK

k¼1nj � ðlij � liÞ2
PK

k¼1nj � q2
ij

ð1Þ

where lij and qij are the mean and the variance of the ith attribute
in the jth class, nj is the number of cases in the jth class, li is the
mean of the ith attribute. After computing the scores for all attri-
butes, the algorithm ranks the attributes and the best m can be
selected. As Relief-F is more robust to attribute interactions than
Fisher score, we calculate the top 10 attributes regarding both algo-
rithms and then select the common attributes to form consensus
of the apple choice set.



Table 1
Summary of the models.

Computing
time

Inputs Major advantages Major disadvantages Accuracy in
general

Explanation ability,
transparency of
classification

Type

KNN Large Continuous Simplicity, easy implementation Sensitive to noise, higher dimensions High Good Instance-based
ID3 Medium Continuous/discrete Recursive procedure Unable to handle missing and noisy data Medium Excellent Logic-based
CSMC4 Medium Continuous/discrete Handles data with skewed distribution Misclassification costs are often known Medium Excellent Logic-based
C4.5 Large Continuous/discrete Handles high dimensions, missing and

noisy data
Large tree Medium Excellent Logic-based

CSCRT Medium Continuous/discrete Handles data with skewed distribution Misclassification costs are often known Low Excellent Logic-based
RND Medium Continuous/discrete Provides lower error rate The rule set can be to large High Excellent Logic-based
PLS-DA Low Continuous/binary Robust to missing data, deals with

multicollinearity
A single observation can be classified into
more category

High Good Statistical learning

LDA Low Continuous Provides maximal separability Assumes Gaussian distribution, may
overfit the data

High Good Statistical learning

MLP High Continuous Fault tolerant Difficult to interpret, no guaranteed
solution

High Average Perceptron-based

NBC Medium Continuous/discrete Deals well with large data, tolerates
noisy data

Doesn’t have min. error rate Medium Excellent Statistical learning

RBF High Continuous Provides incremental learning Problem of selecting the appropriate
number of basis functions

Low Average Perceptron-based

PNN Large Continuous Easy to implement Require an exhausting search to obtain
optimal solution

Medium Good Instance-based

MLR Medium Continuous Provides probability outcome, test
interactions

Numerical problems (0 cell counts,
collinearity of variables)

High Good Statistical learning

Abbreviations: KNN – k-Nearest Neighbor’s algorithm, ID3 – Iterative Dichotomiser 3 algorithm, CSMC4 – Cost-sensitive Decision Tree algorithm, C4.5 – Quinlan’s C4.5 decision tree algorithm, CSCTR – Cost-sensitive Classification
Tree, RND – Random Trees, PLS-DA – Partial Least Squares Discriminant Analysis, LDA – Linear Discriminant Analysis, MLP – Multilayer Perceptron Neural Network, NBC – Naïve Bayes with Continuous variables, RBF – Radial Basis
Function Neural Network, PNN – Prototype Nearest Neighbor, MLR – Multinomial Logistic Regression.

A
.G

ere
et

al./Food
Q
uality

and
Preference

51
(2016)

1–
7

3



4 A. Gere et al. / Food Quality and Preference 51 (2016) 1–7
models. Both methods were run on the following variables: time to
first fixation, first fixation duration, fixation duration, fixation
count, dwell duration and dwell count.
2.3. Prediction models

In order to create balanced data sets (balanced choice frequen-
cies) for the prediction models, bootstrapping was applied on each
product within a product group. This resulted in a matrix with
4000 rows, 1000 rows corresponding to each chosen product alter-
native, in one product group. In the next step, thirteen models (k-
Nearest Neighbor’s algorithm (KNN), Iterative Dichotomiser 3 algo-
rithm (ID3), Cost-sensitive Decision Tree algorithm (CSMC4), Quin-
lan’s C4.5 decision tree algorithm (C4.5), Cost-sensitive
Classification Tree (CSCTR), Random Trees (RND), Partial Least
Squares Discriminant Analysis (PLS-DA), Linear Discriminant Anal-
ysis (LDA), Multilayer Perceptron Neural Network (MLP), Naïve
Bayes with Continuous variables (NBC), Radial Basis Function Neu-
ral Network (RBF), Prototype Nearest Neighbor (PNN) and Multino-
mial Logistic Regression (MLR)) were used to predict the
consumers’ choice from the bootstrapped eye-tracking data. The
classification models should (1) handle categorical outcomes, (2)
be available to everybody and (3) have the same indicators. An
introduction of the applied models is shown by Table 1. For a
detailed discussion of the models, see Bhavsar and Ganatra
(2012), Kotsiantis, Zaharakis, and Pintelas (2006) and Kotsiantis
(2007).

Values of error rate, cross-validation results (minimum, maxi-
mum and average), prediction accuracy of each product in the
group (upper right, upper left, bottom right and bottom left), boot-
Fig. 2. Workflow of the data analysis. The three steps of d

Table 2
Accuracy of the applied models and total dwell duration are expressed in percentages.

Apple Beer Soft drink

Total dwell duration 69.49 61.01 52.54
KNN 99.75 99.75 99.50
ID3 97.25 97.00 98.75
CSMC4 95.00 96.50 91.00
C4.5 99.75 99.75 99.50
CSCRT 98.75 96.00 95.75
RND 99.75 99.75 98.00
PLS-DA 61.25 65.25 50.25
LDA 60.75 62.50 50.75
MLP 64.00 76.00 62.50
NBC 58.75 69.25 51.25
RBF 63.75 70.75 51.50
PNN 61.00 61.25 51.50
MLR 62.50 65.50 50.50

Abbreviations: KNN – k-Nearest Neighbor’s algorithm, ID3 – Iterative Dichotomiser 3 algo
Cost-sensitive Classification Tree, CSMC4 – Cost-sensitive Decision Tree algorithm, MLP –
Multinomial Logistic Regression, PLS-DA – Partial Least Squares Discriminant Analysis, PN
RBF – Radial Basis Function Neural Network.
strapped error rate and results of leave-one-out cross-validation
were computed to compare the performance of the models and
to choose the superior one (the one having the best values of the
parameters). The models task was to predict the choice based on
gazing parameters for each product group as accurately as possi-
ble. All computations of the models were done using Tanagra ver-
sion 1.4.50 (Rakotomalala, 2005).
2.4. The sum of ranking differences (SRD) procedure

SRD is a quick, simple and general technique suitable to com-
pare methods or statistical models as well as to rank them based
on their similarities and/or differences (Héberger, 2010). It is easy
to use and the final result is a unique ranking (and grouping) val-
idated by correct statistical tests. The SRD method has been
applied in several fields (e.g., for column selection in chromatogra-
phy (Héberger, 2010), for sensory panel testing (Kollár-Hunek &
Héberger, 2013; Sipos et al., 2011)). Recently, the method was
combined with analysis of variance (Héberger et al., 2014) and
was used to evaluate proficiency tests along with principal compo-
nent and cluster analysis (Škrbić, Héberger, & Durišić-Mladenović,
2013).

First, a theoretical best model (as a reference or benchmark) is
defined. In our case, the theoretical best model has minimum error
rates, cross-validation minimum, maximum and average values,
bootstrapped error rate and leave-one-out validation values. Fur-
thermore, its prediction accuracy for the four product alternatives
is one (1). Then, rank numbers are ordered to the objects (rows or
elements) of this theoretical model. Similarly, rank numbers are
ordered to each model. This enables to calculate the absolute val-
ata collecting and data analysis are grouped in boxes.

Salad Instant soup Sausage All products

59.32 59.32 69.49 61.86
98.25 99.75 99.75 99.75
97.25 97.00 97.50 99.63
78.50 91.25 93.50 84.58
98.50 99.75 99.75 99.75
96.00 87.50 96.50 79.67
95.25 99.75 99.75 99.58
60.50 56.25 59.00 51.25
58.50 55.75 58.75 52.42
65.25 66.25 73.25 55.46
60.75 56.75 66.50 50.79
58.50 56.00 67.50 50.83
57.25 56.50 57.00 50.96
60.25 56.00 60.00 52.04

rithm, C4.5 – Quinlan’s C4.5 decision tree algorithm, RND – Random Trees, CSCTR –
Multilayer Perceptron Neural Network, LDA – Linear Discriminant Analysis, MLR –
N – Prototype Nearest neighbor, NBC – Naïve Bayes with Continuous variables and



Fig. 3. The scaled SRD values of the models based on the performance indices determined by sum of ranking differences. The best possible values of the indices (Read) were
used as reference (benchmark) column. Scaled SRD values are plotted on x-axis and left y-axis, right y-axis shows the relative frequencies (black curve). Probability levels 5%
(XX1), Median (Med), and 95% (XX19) are also given. If a model crosses the Gauss-curve (XX1) say at p = 0.10 then, the method ranks the variable as random with a 10%
chance. (a) – apple, (b) – salad, (c) – instant soup, (d) – sausage, (e) – soft drink, (f) – beer, (g) – all products.
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ues of rank differences (SRDs) according to one of the models for
each object. When the rank of the theoretical model and one other
model is the same, the SRD value will be 0. Next, the SRDs are cal-
culated for each of the models (thirteen times, hence thirteen mod-
els were included). With the comparison of the obtained SRD’s, the
methods can be easily compared. Models that deviate from the
ideal one least are ranked better. Or, in other words, the lower
the SRD of a method is, the better its performance is (i.e. a method
with the smallest SRD is closer to the theoretical model than other
models having larger SRDs). Generally, SRD requires standardiza-
tion or rescaling due to different units and/or outliers, but in this
study, all performance indicators were expressed in percentages;
hence no standardization was required.
Sum of ranking differences method was calculated with Micro-
soft Office Excel 2007 macro (retrieved from: http://aki.ttk.mta.hu/
srd).

The workflow of the applied three steps of data analysis is sum-
marized in Fig. 2.

3. Results and discussion

After feature selection, the following variables were kept in the
analysis: apple (total dwell duration, fixation count, fixation dura-
tion), salad (dwell count, fixation duration), instant soup (total
dwell duration, dwell count), sausage (first fixation duration, dwell
count), soft drink (dwell count, total dwell duration) and beer (first

http://aki.ttk.mta.hu/srd
http://aki.ttk.mta.hu/srd


Table 3
Results of sum of ranking differences method. The models are ranked according to their performances across
all evaluated product groups.

Rank Apple Salad Instant Soup Sausage Soft Drink Beer All products 
1 C4.5 KNN C4.5 ID3 ID3 ID3KNN
2 ID3 CSMC4ID3 CSCRT CSMC4 CSMC4ID3
3 CSCRT RND RND C4.5 CSCRTC4.5 C45 
4 RND C4.5 CSMC4ID3 RNDKNN RND
5 CSCRTKNN RNDKNN CSCRT CSMC4 KNN
6 CSMC4 MLP LDA RNDKNN C4.5 CSCRT
7 LDA CSMC4 MLP PLS-DA RBF PLS-DA RBF
8 PLS-DA PLS-DA PLS-DA LDA MLP MLP MLP
9 MLR PNN MLR RBF MLR PNN PNN
10 NBC LDA PNN PNN NBC MLR PLS-DA
11 RBF RBF CSCRT MLR PLS-DA LDA NBC
12 MLP MLR NBC NBC LDA NBC MLR
13 PNN NBC RBF MLP PNN RBF LDA

C4.5, ID3 and KNN are highlighted with underlined bold. Grey indicates non-significant models (which fall
after XX1 (probability level 5%)). Models in the boxes have the same SRD values.
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fixation duration, total dwell duration). These variables were found
as most important and were included into the models of the differ-
ent product groups.

The prediction rates of total dwell durations were computed by
simply comparing the total dwell duration and chosen product
alternatives and the obtained values were between 52.54% (soft
drink) and 69.49% (apple and sausage) (Table 2). Comparing accu-
racy to the results of the total dwell duration revealed that the sta-
tistical models give more accurate predictions while using solely
fixation/total dwell durations and counts. KNN, ID3, CSMC4, C4.5,
CSCRT and RND produced high accuracy, which would indicate
that their performance was similarly good. The other seven models
showed weak performance. Their prediction accuracy was between
50% and 76% depending on the model-product combination. For
the thirteen models, 10 performance indicators (see Section 2.3)
were calculated and the best one should be chosen. To define the
best models, sum of ranking differences (SRD) method was applied.

Fig. 3 shows characteristic groupings. A more detailed picture
can be seen because the above mentioned six models (which have
the highest accuracies) can be separated easily. Based on the SRD
results of apple and instant soup, C4.5 was the closest to the zero
point (SRD = 0), which indicates the theoretically best model (see
Table 3). All other models had higher SRD values, which mean that
C4.5 gave the best prediction results. Similarly good results were
found for ID3 when analyzing sausages and soft drinks. KNN
proved to be the best when predicting the choice from salad data.
For the beer products, KNN, ID3, CSCRT and RND all had equally
low SRD values, which indicates that there was no difference in
their performance.

Further evaluation of Table 3 revealed that C4.5, ID3 and KNN
had always low ranks but a superior modeling algorithm cannot
be defined. Furthermore, RND, CSCRT and CSMC4 were significant
in all six product groups. In the cases of apples and beers, all the
models gave significant ranks because their SRD values were lower
than the 5% probability levels (marked by XX1). The highest num-
ber of insignificant models was found in the cases of sausages and
soft drinks, which indicates that the performance indicators of the
models were inconsistent.

In the next step of the data analysis the different stimuli types
were disregarded and all the six product groups were analyzed
together. The last column of Table 2 shows the accuracy of the
models run on all products. The accuracy of total dwell duration
is 61.8% which was outperformed by KNN, ID3, CSMC4, C4.5, CSCRT
and RND, the other models had weaker performance. In this data
set, the two groups of models are more clearly separated.

After Fisher filtering and Relief-F feature selection, total dwell
duration, fixation count and fixation duration were the three
obtained variables. All the chosen variables were significant in
the models. The SRD analysis of the performance indicators
revealed that the lowest SRD values were found for ID3. It means
that ID3 has the lowest error rates, cross-validation minimum,
maximum and average values, bootstrapped error rate and leave-
one-out validation values. Furthermore, its prediction accuracy
for the four product alternatives is the highest among the tested
models. On the second rank, three models were found, CSMC4,
C4.5 and RND. The third rank was assigned to the last significant
model, which was KNN. All the other models fell after XX1 (5%
probability level), which means that their ranking cannot be distin-
guished from random ranking (Fig. 3g).
4. Conclusions

A close relation was found between gazing behavior and choice
by the applied models, which supports the conclusion of the
review by Orquin and Mueller Loose (2013).

Fisher filtering and Relief-F feature selection identified predic-
tor variables, which were all significant in the prediction models.
The results showed that it is valuable to include other performance
indicators than accuracy. The 10 performance indicators and the 13
applied models were successfully compared and ranked using sum
of ranking differences method.

C4.5, ID3, KNN, CSCRT and RND were among the first five best
models in most of the cases when analyzing the products indepen-
dently. After merging the products’ data sets together, the follow-
ing order was found: ID3 as first, CSMC4, C4.5 and RND as second
and KNN as third best one. These findings support the conclusions
of (Atalay, Bodur, & Rasolofoarison, 2012; Chandon, Hutchinson,
Bradlow, & Young, 2009; van der Laan et al., 2015), who suggest
that choice-related gazing patterns are similar for many types of
stimuli and instructions. Decision tree algorithms showed better
performance, which could be due to their logic-based system.
The predictor variables seem to have more logic than nonlinear,
linear or instance-based connection with the chosen product.

Additionally, the non-significant models (which application is
not recommended to the given problem) were also identified (Lin-
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ear Discriminant Analysis, Multinomial Logistic Regression, Naïve
Bayes with Continuous variables).

A close relationship between gazing behavior and food choice
was observed; furthermore, the food choice can be accurately pre-
dicted by gazing parameters using decision tree algorithms, prefer-
ably with ID3 models. The workflow, proposed in this study, is
well-suitable to similar practical eye-tracking problems.
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